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ABSTRACT: Predicting the photochemical structure—activity relationships (photo-  Photoswitchable Photodynamics |  Light-responsive
SAR) of photoswitchable ligands in complex biomolecular environments remains a Antimitotics AIMSHQMAMM Tﬁiﬂfé?iﬁfffﬂ!;ﬁm
great challenge due to intricate protein—ligand interactions, strong electron " S - Gumenvied | N
correlation in multiple electronic states, coupled nuclear and electronic dynamics, g \ _ ?*.T"r(fgi "
. g 1oe1s g 9 . Tubulin . \\ Non-radiative decay r \
and protein conformational flexibility. To bridge this gap, here we develop a unified \ sk
multiscale simulation framework that integrates first-principles nonadiabatic ‘
dynamics, excited-state enhanced sampling, and ground-state alchemical free-energy ; QG
calculations. We applied this approach to photostatins (PSTs), a class of i est) X &; ~
photoswitchable tubulin inhibitors with promising light-regulated anticancer — csrst  waspst |, X
bioactivity, and validated our predictions against extensive experimental data, (5_(‘) E >
including ultrafast time-resolved crystallography, absorption spectra, and isomer- — C—— &i%f;

dependent bioactivity assays. Our simulations reveal, for the first time, that
nonradiative decay rates correlate directly with equilibrium excited-state free-energy
surfaces, which are modulated by substituents, protein electrostatics, and steric confinement. Specifically, protein electrostatic fields
accelerate excited-state relaxation, whereas steric constraints oppose it. The balance of these factors determines the trend of excited-
state dynamics across PST derivatives. Our results further show that the photoisomerization quantum yield depends on (1) the
directional alignment of torsional motions with nonadiabatic coupling vectors during nonradiative decay, and (2) the propensity for
backward ground-state isomerization, both of which are shaped by protein—ligand interactions. Finally, among the free-energy
methods tested, thermodynamic integration most accurately captures subtle substituent effects on the contrast in binding affinities
between isomers, a critical metric for minimizing their off-target effects in the dark-adapted state. This work establishes a robust
computational platform for accurately predicting photodynamics and light-responsive binding affinities of photoswitchable ligands in
biomolecular systems, while also providing novel mechanistic insights that can facilitate their rational design in biological and
biomedical applications.

Multiscale Simulation Framework for Photo-SAR Prediction

B INTRODUCTION resolution photocontrol of protein function, it is essential to
fine-tune their photochemical properties, such as absorption
wavelength, isomerization rate, and quantum yield, while
maximizing the difference in how distinct isomers of the same
ligand interact with the biomolecular target.’ A fundamental
understanding of the photochemical structure—activity rela-
tionship (photo-SAR) of this class of compounds is thus
necessary. However, previous studies have elucidated notice-
able and complex effects of ligand-protein interactions on both
the photoisomerization'”~"* and thermal isomerization'>'®"”
reactions of molecular photoswitches. This makes it signifi-
cantly challenging to understand and predict how substituents

Molecular photoswitches enable precise and reversible photo-
control of the structure and function of biomolecules, and have
fundamentally transformed biological and biomedical re-
search.'™® These compounds reversibly photoisomerize
under specific wavelengths, and can also thermally relax to
their most stable isomer form in the dark-adapted state. They
are usually designed to mimic the nonphotochromic ligand of a
biomolecular target (such as an enzyme or receptor), such that
they can activate and inhibit the associated biochemical
process locally with high spatial and temporal resolution via
light. This unique advantage not only makes them useful
probes to study cell signaling from a time-dependent
perspective,”” but also can be applied to reducing the severe
side effects of traditional chemotherapy.”™"" Previous exper-
imental and computational studies have elucidated noticeable
and complex effects of liggand—protein interactions on both the
photoisomerization'>™"> and thermal isomerization'*'®'”
reactions of molecular photoswitches. To achieve high-
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affect the photochemical properties and biochemical properties
of molecular photoswitches in the biomolecular environments.

Despite advances in ultrafast time-resolved crystallography
and spectroscopy,”'*7** directly probing the femto- to
picosecond photodynamics of protein-bound photoswitches
remains experimentally challenging. Molecular simulations can,
in principle, unravel the ultrafast photodynamics of photo-
switches in proteins with atomistic-level details, leading to a
deep mechanistic understanding of how structural modifica-
tions and the embedding biomolecular environments modulate
the kinetics and quantum yields of the photoreactions.
However, such simulations are challenging for conventional
quantum chemistry and molecular dynamics (MD) simu-
lations.” First, the potential energy surfaces (PES) of both the
ground and excited states, as well as their nonadiabatic
couplings, must be accurately described by electronic structure
methods incorporating both static and dynamic electron
correlation. Second, the time-dependent Schrodinger’s equa-
tion”® must be solved by multistate nonadiabatic quantum
dynamics approaches to propagate the coupled nuclear-
electronic wave functions among electronic states that intersect
one another. These challenges greatly hinder the accurate
prediction of the photophysical and photochemical properties
of molecular photoswitches in biomolecular environments, and
thus their high-throughput computational design. Another
major challenge is to accurately predict the substituents’ effects
on the binding affinity contrast between the cis and trans
isomeric forms of photoswitches, which is critical for
maximizing the light-responsiveness of the target’s activity,” a
key metric for achieving high-resolution photocontrol.
Conventional computational approaches, such as docking
simulations and standard molecular dynamics simulations,
often struggle to accurately predict such properties.””**> All
these challenges motivate us to develop, benchmark, and
establish a robust multiscale simulation framework to predict
the photo-SAR of molecular photoswitches in complex protein
environments in this study. This is achieved by integrating
nonadiabatic dynamics, first-principles electronic structure
calculations, enhanced sampling, and alchemical free energy
calculation techniques. This robust computational framework
is extensively validated by various sources of experimental data,
accurately quantifying the photo-SAR of this class of
compounds. It thus holds great potential for advancing
multiscale methods in computational chemistry and com-
puter-aided designs of photoswitchable ligands in biomedical
research.

Here, we benchmark this framework by applying it to
investigate the photo-SAR of a diverse set of photostatins
(PSTs) in tubulin, focusing on the effects of protein
environment and substituents on the cis-to-trans photo-
isomerization and the contrast in cis-vs.-trans binding affinity
of PSTs. The PSTs"’ are an emerging class of light-regulated
anticancer therapeutics that were developed as photoswitch-
able analogs of combretastatin A-4 (CA4), which is known for
its inhibitory effect on tubulin microtubule assembly”® and has
been in clinical trials for cancer treatment. Under illumination
with ~400 nm light, the cis isomers of PSTs predominate,
which bind at the colchicine-binding site lying at the interface
between two tubulin subunits, thereby inhibiting tubulin
polymerization."® In the absence of light or under illumination
near 510 nm, the trans isomers predominate, weakening the
PSTs’ binding affinity with tubulin and lifting the inhibition.

Thus, the PSTs enable precise and reversible photocontrol
over the mitosis and death of tumor cells.”’

To date, rich experimental data have been accumulated on
the absorption spectra, excited-state dynamics, time-resolved
crystal structures, and the potency of various PSTs in different
isomeric forms.*?**"***” Notably, recent experiments””*'
applied ultrafast time-resolved crystallography and transient
absorption spectroscopy to resolve the time-dependent
structural evolution of the PST1-tubulin complex arising
from PST1’s ultrafast cis-to-trans photoisomerization, and
elucidated the photodynamics of the ligand and its subsequent
release from the binding site with high resolution.””*' Despite
these exciting experimental advancements, the molecular
origins of how substituents and protein environments affect
the photochemical properties and bioactivities of this class of
photoswitches remain unclear. Therefore, the PST-tubulin
complex presents an ideal benchmark system for validating our
multiscale simulation framework. Meanwhile, a comprehensive
computational investigation into this practically important yet
challenging system will unravel the molecular origins under-
lying the design principles of molecular photoswitches for
biomedical applications in general.

To address the challenges of simulating the photodynamics
of the photoswitches, we employed the ab initio multiple
spawning (AIMS) algorithng_‘?’1 to characterize the excited-
state lifetime and quantum yields of the PST-derived
photoswitches. The AIMS algorithm®*™*" is a nonadiabatic
dynamics approach that efficiently solves the time-dependent
Schrodinger equation and propagates the coupled electronic
and nuclear degrees of freedom. Besides its computational
efficiency, such an approach offers a unique advantage: it
correctly decouples the nuclear and electronic degrees of
freedom following nonadiabatic transitions, which usually
necessitates ad hoc corrections for traditional nonadiabatic
dynamics methods such as Ehrenfest and surface-hopping. In
this study, we coupled AIMS with the hole—hole Tamm-
Dancoff approximated density functional theory (hh-TDA-
DFT) electronic structure method in a quantum mechanics/
molecular mechanics (QM/MM) setting to calculate the
potential energies, gradients, and nonadiabatic couplings of the
system on-the-fly during the nonadiabatic dynamics simu-
lation. The key advantage of the hh-TDA-DFT method is that
it incorporates both static and dynamic electron correlation
that are essential for predicting potential energy surfaces of
photoswitches involving double-bond isomeriza-
tions.'>~'#'%3>73* This is because the use of a double-anion
reference electron configuration allows coupling between
ground and excited states by treating them on equal footing
in the response formalism,” which is distinct from the time-
dependent DFT method by construction. To accurately
predict how substituent modifications alter the cis-vs.-trans
binding affinity contrast, we benchmarked thermodynamic
integration (TI) and molecular mechanics Poisson—Boltzmann
surface area (MM/PBSA), two free energy methods widely
used for in silico drug design, against the experimentally
measured bioactivity (such as ECg’s).” "’

In total, six PST derivatives, i.e.,, PST1, PST2, PST4, PSTS,
PST7, and PST27 (Figure 1), were investigated in this study,
covering a variety of functional groups with different electronic
and steric properties. These PSTs have been designed and
characterized extensively in previous experimental stud-
ies.””?%?1?%27 Our results reveal opposite roles of protein
electrostatics and steric restrictions in the photoisomerization
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Figure 1. (A) Overview of the simulation system setup of tubulin
complexed with PST derivatives. The @- and f-tubulin subunits are
shown in orange and green, respectively, with the bound GTP and
PST molecules indicated by dashed arrows. (B) Left: Chemical
structures of the PST derivatives with defined R-group substitutions.
The key bending angles oyncy, Onne: and torsion ey are labeled.
Right: binding pose of PST1 in the colchicine-binding site at the
interface of @ and § subunits (PDB ID: 8QL2), highlighting key
residues interacting with PSTI1, including Thrl79 (a subunit),
Asn256, and Val313 (f subunit) residues.

dynamics while subtle electronic and steric perturbations
significantly influence excited-state dynamics, quantum yields
and binding affinities. The protein environment increases the
isomerization quantum yield compared to the aqueous solution
by reducing the ground-state backward isomerization. Among
the tested free energy methods, only the TI method robustly
captures the experimentally measured substituents’ effect on
the cis-vs.-trans binding affinity contrast. Bridging the gap
between simulation and experimental measurements, this study
establishes a predictive and robust computational framework
capable of optimizing photochemical properties and light-
responsive bioactivities.

B METHOD

Below, we describe the detailed procedures of system setup,
classical molecular mechanics (MM) MD equilibration
simulations, ground-state QM/MM MD simulations, absorp-

tion spectra calculations, nonadiabatic excited-state dynamics
using ab initio multiple spawning (AIMS), excited-state free
energy simulation, TI simulation, and MM/PBSA simulation.

System Setup. The system setup started with the crystal
structure of PST1 bound to tubulin (PDB: 8QL2). The crystal
structure of PST1 was directly used for setting up the PST1-
tubulin complex, while the initial structures of other PSTs were
built by modifying PST1’s substituents (Figure 1B). The
following list of molecules was retained, while all the rest were
removed: a and S subunits of tubulin, the bound GTP
molecules along with the coordinating Mg** ions, crystal water
molecules, and the PST. The missing residues in each subunit
were added by homology modeling in MODELER software
package.’® The protonation states were assigned at pH = 6.5
by the H++ server.”” The protein—ligand complex was then
solvated in water molecules using the “LEap” program in the
AmberTools20 package,”® resulting in a periodic boundary
condition (PBC) simulation box of ~141 X 127 X 148 A3 size
and ~220,000 atoms. The Na* ions were used to neutralize the
net charge of the systems.

The protein and water molecules were modeled using the
Amber ff14SB force field***° and SPC/Fw model,*
respectively. The force field parameters of each PST were
assigned using the general AMBER Force Field (GAFF)
approach.*”* Following our previous study,'® the torsional
terms for the central C—-N=N-—C dihedral (Ocyyc) and the
two neighboring C—C—N=N dihedrals (Oyncc) were
reoptimized such that the MM PESs’ obtained from the
relaxed scans along these coordinates in the vacuum reproduce
the QM PESs’ using the hh-TDA-BH&HLYP/6-31G*
method.'® This reparameterization was crucial for preventing
facile rotations of these torsions during the MD simulations,
which would have otherwise been frequently observed using
the default GAFF parameters. Parameters for the protein-
bound GTP were obtained from a previous study.**

The setup of PST1, PST2, PSTS, PST7, and PST27 in the
aqueous solution and vacuum followed our previous study.*
All classical MD simulations were performed using the
AMBER20 software package.*®

Classical MD Equilibration. Each PST-tubulin system was
first subjected to energy minimization, applying harmonic
restraints (500 kcal/mol/A?) to the heavy atoms of the protein
and crystal water molecules. Following this, a 100 ps MD
simulation in the constant NVT ensemble at 300 K
temperature was performed, using a reduced harmonic
restraint of 50 kcal/mol/A%? on the same heavy atoms.
Afterward, a S ns MD simulation in the constant NPT
ensemble at 300 K temperature and 1 atm pressure was
performed, while the force constants of the positional
harmonic restraints were gradually reduced to zero. Sub-
sequently, a 200 ns production simulation run was performed
in the constant NPT ensemble at the same temperature and
pressure without any external restraint. The temperature of the
system was regulated by a Langevin thermostat (collision
frequency: 1 ps™'), while the pressure was regulated using the
Berendsen barostat with a relaxation time constant of 1.0 ps.
Throughout equilibration and production runs, an integration
time step of 1 fs was used. The nonbonded cutoff distance for
the van der Waals interactions was 10 A, and the electrostatic
interactions were calculated using the particle-mesh Ewald
method.”” All MM MD equilibration simulations were
performed using the AMBER20 software package.*

https://doi.org/10.1021/acs.jcim.5c01831
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Ground State QM/MM MD Equilibration. Following the
MM MD simulations, QM/MM MD simulations were
performed to correct geometric inaccuracies of the PST ligand
described by the force field in order to prepare for the initial
conditions (ICs) of the AIMS simulations.

For each PST-tubulin system, the last 80 ns of the constant
NPT production simulation was used to extract 80 snapshots
with a 1 ns time interval. From each snapshot, we extracted an
open-boundary subsystem from the PBC simulation box. The
subsystem excludes all water molecules and ions without any
atoms within S A of any atom of the protein. This truncation of
the original system was mainly due to the limitations of the
production version of the TeraChem software package**™" in
treating the PBC condition of excited-state QM/MM
calculations at the time of this study.

The ground-state QM/MM MD equilibration has the
following settings. The QM region contains only the PST
and was treated with the density functional theory using the
BH&HLYP functional and 6-31G* basis set, i.e, BH&HLYP/
6-31G*. The rest of the system, including the protein, solvent,
GTP, and ions, was modeled using the MM force fields
described above. An illustration of the QM/MM partitioning is
included in Figure S8. This partitioning has been successfully
applied in our previous study to investigate the effects of
protein—ligand interaction on the ground-state isomerization
kinetics of the PSTs'® and computational studies of similar
photoactive systems.'”~'*>* Electrostatic embedding was
employed to solve the QM region’s electronic structure in
the presence of the MM region’s fixed-point charges. Each
QM/MM classical MD simulation was propagated with 0.5 fs
time step for 3 ps in the constant NVT ensemble at 300 K
temperature regulated by the Noose-Hover thermostat. The
coordinates and velocities in the last snapshot of the QM/MM
MD trajectory were used as the ICs for the AIMS simulations,
resulting in 80 ICs for each of the five PST-tubulin systems.

Additionally, the setup of 80 ICs in both the aqueous
solution and the vacuum for the PST1, PST2, PSTS, PST7,
and PST27 follows the procedure outlined in the ref 45.

All ground-state QM/MM MD simulations were performed
with the T_eraChem48_51 software package interfaced with the
OpenMM™® package.

AIMS Simulation. For each PST-tubulin system, starting
from the 80 ICs prepared in the above-mentioned procedure,
the AIMS simulations were initiated by populating each
trajectory in the first singlet excited state (S; state). The full
multiple spawning (FMS) algorithm propagates the nuclear-
electronic wave functions represented by trajectory basis
functions (TBFs) on multiple electronic states. Each TBF is
a multidimensional frozen-width Gaussian nuclear basis
function living on a specific electronic state. Its centroid
represents the coordinates of all atoms in the entire system.
Each TBF is associated with an electronic degree of freedom,
i.e., the complex amplitude of the electronic state to which it
belongs. Each TBF’s centroid travels classically on a specific
electronic state to which it belongs. The time-dependent
Schrodinger’s equation governs the coupled time evolution of
the amplitudes of all TBFs propagated on different states,
which naturally leads to interstate population transfers. In the
FMS algorithm, for most cases, the dominating population
transfer events occur during new TBF spawning events.
Whenever a TBF on state A visits a region featuring high
nonadiabatic coupling with state B (defined by the scalar
product between the nonadiabatic coupling vector and the

velocity vector beyond a threshold value), the spawning of new
TBFs on state B will be triggered, and the TBF amplitude of
state A will be transferred at least partially to the new TBF on
state B, resulting in population transfer between these two
states. If the spawning event is infrequent, the total number of
original and newly spawned TBFs will be small, making their
dynamic propagation computationally efficient and accurate.
Notably, since the atoms experience different forces and
accelerations on different electronic states, the overlap between
TBFs on these states typically decreases quickly over time, and
the evolution of their state-specific amplitudes naturally
decouples, leading to the correct electronic decoherence
behavior. This is an important advantage over conventional
nonadiabatic methods such as Ehrenfest and surface hopping,
which, without decoherence corrections, can lead to an
incorrect description of the population transfer dynamics
between states. The quantum yield of the photodynamics can
be predicted based on the relative amplitudes of ground-state
TBFs ending up in the minima corresponding to the
photoproducts and reactants. In the AIMS simulations, the
energies, forces and nonadiabatic coupling vectors of the TBFs’
centroids are calculated on the fly by ab initio electronic
structure methods. In this study, these quantities were
calculated using the hh-TDA-BH&HLYP/6-31G*/MM meth-
od in the above-mentioned QM/MM setting.

The three lowest singlet states (S, S, and S,) were included
in the AIMS simulations. A time step of 20 au was used for the
noncoupling region, and S au time step was used in the
coupling region where spawning events may occur. The
propagation continued until over 95% of the S; population had
relaxed to the ground state.

To characterize the excited-state population decay time
constant for each system, the time evolution of S; state
population Pg (f) was first analyzed using the AIMS

simulations started from all 80 ICs. Then it was fit to a first-
order kinetics model (eq 1):

() = vl -] )

where t is the time after photoexcitation, and 7 is the time
constant characterizing excited-state population decay to the
ground state.

To evaluate the photoisomerization quantum yield, we
calculated the ratio of ground-state TBFs whose centroids
ended as the trans isomer to the total ground-state population,
defining the trans isomer as having a final [@cxycl > 90° at the
end of the AIMS simulation. Such a criterion was benchmarked
to successfully predict the final outcome of extending the post-
AIMS adiabatic Sy-state dynamics in the protein environment
studied here (for PST1) and in the aqueous solution.”* To
estimate uncertainties of the time constants and quantum yield,
bootstrapping over 1000 random samples of the ICs were
performed.

Absorption Spectra Calculations. For PST1, PST7, and
PST27, snapshots were selected from the final 3 ps of each of
the 80 ground-state BH&HLYP/MM MD trajectories at 10 fs
time intervals, yielding a total of 24,000 geometries for each
PST in both the protein and aqueous solution. Single-point
energy calculations were then performed on these geometries
using the hh-TDA-BH&HLYP/6-31G*/MM approach with
the same QM/MM settings as the AIMS simulations. The
excitation energy and oscillator strengths for the S, — S,

https://doi.org/10.1021/acs.jcim.5c01831
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transitions were collected from all calculations, based on which
the absorption spectra were calculated following the approach
outlined in ref 56. Lorentzian functions with full width at half-
maximum (FWHM) of 0.02 eV were used for convolving the
discrete data points to generate continuous absorption spectra.

Excited State QM/MM Umbrella Sampling Simula-
tion. The S;-state free energy surface (or, potential of mean
force, PMF) for the PST1, PST7, and PST27 were calculated
using QM/MM umbrella sampling (US). We used 10 evenly
spaced umbrella windows with centers ranging from fcyye = 0
to 90°, incrementally driving the PST’s Oy torsion from the
cis isomer toward the conical intersection seam space. A
harmonic restraint with a force constant of 200 kcal/mol/
radian® was used for restraining the fcyyc torsion near the
center of each window. The QM/MM setting and levels of
theory were the same as the AIMS simulations.

The final snapshot from the ground-state QM/MM
simulation was used to initialize the first window of the US
simulation, with initial structures for other windows sub-
sequently generated by gradually shifting the biasing potential
from the previous one. Each window was equilibrated for 1 ps,
with the final configuration of one window serving as the
starting point for the next. After equilibration, all 10 US
windows were run for an additional 4 ps, which were treated as
production simulations. The potential of mean force (PMF)
was computed using the weighted histogram analysis method
(WHAM)>” to remove bias in the collective variable
distribution. Error bars were estimated via block averaging
analysis. The PLUMED plugin®’ interfaced with the

48—51

TeraChem software package was used to perform all

umbrella sampling simulations.

Benchmark Calculation with XMS-CASPT2 Method.
To validate the accuracy of hh-TDA-BH&HLYP/6-31G*
method of predicting the ground and excited-state PESs of

. . 1634
PSTs, in previous studies

we extensively benchmarked it
against the extended multistate complete active space second-
order perturbation theory (XMS-CASPT2) method.**™®" In
131416333262 have demonstrated the
reliability of this method in describing the photodynamics of
azobenzene and its derivatives. Additional XMS-CASPT2
calculations for the PST7 and PST27 were performed in this
study following the same setting (XMS-CASPT2/SA-3-
CASSCF(10e,80)/cc-pVDZ, ie, (10e80) active space, 3-
state averaging, 0.2 au imaginary shift, cc-pVDZ basis set)

addition, previous studies

described in our previous studies.'®** The active space orbitals
are illustrated in Figures S6 and S7. All XMS-CASPT2
optimizations and single-point energy calculations were
performed using the BAGEL software package.”***
Thermodynamic Integration (TI). The TI method was
employed to quantify the effects of substituents on the binding

affinity contrast between cis and trans isomers of PSTs.

AAGbinding, cis PSTX vs. cis PST1

= AGbinding, cis PST1 — AGbincling, cis PSTX

= AGcis PSTX—cis PST1, bound — AGcis PSTX —cis PST1, unbound

)

AAGbinding, trans PSTX vs. trans PST1

= AGbinding, trans PST1 — AGbinding, trans PSTX

= AGtmns PSTX —trans PST1, bound

- AGtmns PSTX— trans PST1, unbound (3)

AAAGPSTX—)PSTL cis vs. trans binding

= AAGPSTI, trans vs. cis AAGPSTX, trans vs. cis

[AGbinding, cis PST1 — AGbinding, trans PSTI]

- [AGbinding, cis PSTX — AGbinding, trans PSTX]

[AGbinding, cis PST1 — AGbinding, cis PSTX]

- [AGbinding, trans PST1 — AGbinding, trans PSTX]

= AAGbinding, cis PSTX vs. cis PST1

- AAGbinding, trans PSTX vs. trans PST1 (4)

Figure 2 illustrates the thermodynamic cycle for the TI
simulation, which was constructed to calculate the relative

cis PSTX R cis PST1
unbound AG i unbound
cis PSTX —» cis PST1, unbound
AGhinding, cis PSTX ACibinding, cis PST1
Cis PSTX Achs PSTX — cis PST1, bound < CiS PSTI
bound i bound

Figure 2. Thermodynamic cycle for calculating the relative binding
energies between the cis isomers of PST1 and PSTX derivatives
(PST4, PST7, and PST27). The horizontal arrows indicate the free
energies of alchemical transformation from PSTX to PST1 calculated
by the TI simulations in both the aqueous solution (unbound) and
protein (bound). The vertical arrows represent the binding free
energies of the PSTX and PST1 from aqueous solution to the protein.
Analogous thermodynamic cycles were constructed for the trans
isomers. The eqs 2—4 detailed the process of calculating the relative
binding free energies and the relative cis-vs.-trans binding free energy
contrast between different PSTs.

binding affinity between a pair of PSTs in the same isomer
form. For each pair of two PSTs (e.g., cis PST1 vs. cis PST7),
their relative binding affinity was calculated by two sets of T1I
simulations that predict the free energy change for the
alchemical transformation from one compound to the other:
one in the aqueous solution (e.g, AG. psr7—ci pST1, unbound)
and the other in the protein environment (e.g.,
AG ; psT7—is pST1, bound)- The relative binding affinity between
these two compounds in the same isomer form can be
calculated (e'g'l AAGbinding, cis PSTX7 vs. cis PSTI) fOHOWing eqs 2
and 3, which can be directly compared to the experimental
binding affinity difference estimated based on their ECs, values
(see below).

The relative binding affinities between all PSTX-vs.-PST1
pairs were estimated (with “PSTX” being PST4, PST7, or
PST27) in both the cis and trans isomer forms. Then, the
substituents’ effect on the cis-vs.-trans binding affinity contrast
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Figure 3. Time evolution of S;-state population during cis-to-trans photoisomerization of PST1 (green), PST2 (red), PSTS (blue), PST7 (cyan),
and PST27 (orange) in the (A) tubulin protein environment and (B) aqueous solution. The time constants of the S, state population decay are

reported in the legends.

were estimated using eq 4. For example,
AAAGpST7-pSTY, cis vs. trans binding indicates the change in the
cis-vs.-trans binding affinity contrast upon changing PST7 to
PST1. A positive AAAG value indicates higher cis-vs.-trans
binding affinity contrast in PSTX than PST1. In other words,
photoswitching the trans to cis isomer induces a higher
enhancement in the binding affinity of PSTX than PST1, and
PSTX exhibits more light-responsiveness in its binding affinity.

To prepare the TI simulations, the systems were set up and
equilibrated by MD simulations in the constant NPT ensemble
following the protocol described above, with the exceptions
that the TIP3P water model and the SHAKE algorithm was
employed to constrain all covalent bonds involving hydrogen
atoms, allowing for an integration time step of 2 fs.

A dual-topology approach was employed for the TI
simulations transforming PSTX to PST1. All the atoms that
differ between the two PSTs underwent a three-stage
alchemical transformation process. First, the partial charges
on all disappearing atoms in PSTX are gradually scaled down
from 100% to zero. Second, the van der Waals and covalent
bonds terms associated with the disappearing atoms in PSTX
were gradually scaled down to zero, while these force field
terms in the appearing atoms in PST1 were gradually scaled up
to 100%, keeping their partial charges at zero. Finally, the
charges of appearing atoms of PST1 were gradually scaled up
to 100%. In each of the three stages, 11 intermediate windows
were employed with a 0.1 spacing of the order parameter
lambda (4) mixing the two Hamiltonians associated with the
two PSTs. At least 10 ns simulation was performed for each of
the systems per windows based on the convergence of the final
result. The statistical uncertainty of the free energy changes
was estimated by block average analysis.

Molecular Mechanics Poisson—Boltzmann Surface
Area (MM/PBSA) Simulations. To assess the performance
of end-point free energy methods for predicting the cis-vs.-trans
binding affinities contrasts of the PST and the tubulin, we
analyzed the final 100 ns of the production MD trajectory
using the MM/PBSA approach. In the calculations, a dielectric
constant of 80 was assigned to the solvent while a dielectric
constant of 4 was used for the protein to reflect its lower
polarizability. A solvent probe radius of 1.4 A was applied to
model the solvent-accessible surface area, and standard force
field parameters were used to define the atomic radii of the
system components. This setup ensures consistency with

commonly accepted protocols for MM-PBSA calculations in
biomolecular simulations.***®

Estimation of Relative Binding Free Energies from
Experiments. The ECy, values of the PST derivatives
investigated here were measured experimentally from cancer
cell viability data.>***” Here we assume that they are linearly
correlated with the inhibition constant K; (or approximately
the dissociation constant K;) of the PST derivatives.

The experimental binding free energy difference between a
pair of compounds A and B was thus calculated with eq S:

. ECSO(B)
AAGyinging, Avs,p(experiment) = RTln[K:—w]
50 (5)
where R is the ideal gas constant, T is the temperature (300
K). The identities of A and B can be defined in two scenarios.
In the first, they are the same compound in different isomer
forms, e.g,, cis PST1 vs. trans PST1, where the AAGnding A vs. B
represents the binding affinity difference between the cis and
trans isomers. Alternatively, they can be different compounds
in the same isomer forms, e.g,, cis PST1 vs. cis PST7, where the
AAGyinging, A vs. B indicates the relative binding affinity between
the two compounds in the cis isomer. In either scenario, the
quantit}’ AAAGPSTX—>PST1, cis vs. trans binding can be estimated
using eq 4 based on the AAGyding A vs. B-

B RESULT

One of our primary goals is to elucidate how the substituents
and environmental embedding affect the excited state isomer-
ization dynamics in a class of photoswitchable ligands named
PST derivatives (Figure 1). To this end, we employed AIMS
simulations coupled with excited-state electronic structure
calculations to characterize the kinetics and quantum yields of
a representative set of five azobenzene-based photoswitches,
namely PST1, PST2, PSTS, PST7, and PST27, in the tubulin
dimer and aqueous solution. To mechanistically analyze these
systems, we examined the effects of substituents and molecular
environment through a multifaceted analysis of energetics and
dynamics. This is achieved by characterizing the excited-state
free energy and potential energy surfaces (PESs), absorption
spectra, electrostatic environment, steric restrictions, and
nonradiative decay dynamics to reveal how substituents and
environment modulate photoisomerization. Then, we bench-
marked different free energy methods for quantifying the
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substituent-dependent binding free energy differences between
distinct isomeric states in a complex protein environment.
Finally, we discuss the details of the methods we employed in
the spectra calculation and nonadiabatic dynamics simulations.

Kinetics and Quantum Yields of Photoisomerization.
From AIMS simulations, we extracted the time evolution of S;-
state population following the S, to S; nz* photoexcitation of
PST1, PST2, PSTS, PST7, and PST27 embedded in the
interface of the tubulin dimer (Figure 3A) and solvated in
aqueous solution (Figure 3B). The decay of the S;-state
population accompanies the cis-to-trans photoisomerization,
and the time constants of this process (Figure 3A,B) were
estimated using first-order decay kinetics (Method). We also
analyzed the structures of the centroids of ground-state
trajectory basis functions (TBFs) and their amplitudes to
calculate the photoisomerization quantum yields (Table 1).

Table 1. Calculated Cis-to-Trans Photoisomerization
Quantum Yields of PST1, PST2, PSTS, PST7, and PST27 in
Protein Environment, Aqueous Solution, and the Vacuum”

Molecule Protein environment Aqueous solution Vacuum
PST1 47 £ 5% 45 + 4%* 48 + 4%*
PST2 55 + 4% 43 + 4%* 50 + 5%%*
PSTS 56 + 5% 43 + 4%* 46 + 4%*
PST7 53 + 5% 49 + 5% 49 + 4%
PST27 43 + 5% 40 + 4% 41 + 5%

“Data from ref 34. Some of the data (labeled with *) are reproduced
with permission from ref 34. Copyright 2025 John Wiley and Sons.

For each compound in each environment, the kinetics and
quantum yield were averaged over 80 initial conditions (ICs)
sampled by ground-state QM/MM simulations (see Method
for details) in the cis isomers’ Franck—Condon region.

The data in Table 1 demonstrate that both the substituents
and the molecular environment substantially influence the
quantum yields (QYs) of the PST derivatives. The substituents
have a major effect on the QYs in both environments. In the
protein environment, PST27 has the lowest quantum yield
(QY) of 43 + 5%, whereas PSTS has the highest QY of 56 +
5%, differing by as much as 13%, which exceeds the statistical
uncertainty. In the aqueous solution, PST27 has the lowest QY
of 40 + 4%, whereas PST7 has the highest QY of 49 + 5%,
differing by 9%. Regarding the effects of the environment, all
PSTs increase their QYs when transitioning from an aqueous

solution to a protein environment. The PST2 and PSTS
exhibit the highest increases, i.e., 12 and 13%, accounting for
~28 and ~30% increase relative to the QYs calculated aqueous
solution, respectively. Consequently, the trends of QYs of
PSTs differ in different environments. In the aqueous
environment, the order is PST7 > PST1 > PSTS ~ PST2 >
PST27. In the protein environment, the order is altered: PSTS
~ PST2 > PST7 > PST1 > PST27. This reordering is mainly
due to the protein environment having different enhancement
effects on the QYs of different PSTs. Notably, for PST1, the
QY in the protein environment agrees reasonably well with a
recent study”’ employing ultrafast time-resolved crystallog-
raphy and spectroscopy to investigate the photodynamics of
the same system, which reported a QY of ~40 + 10%. The
relaxation time constant is also consistent with experimental
data (150—250 fs).”' The agreement with ultrafast time-
resolved experiment confirms the accuracy of our nonadiabatic
dynamics simulation method.

Substituents also have a major effect on the time constants
of the S;-state population decay (Figure 3). For example,
PST27 and PST2 exhibit the shortest and longest relaxation
time constants among all PSTs in both environments,
respectively. Their time constants differ by as much as 262
+ 43 fs in the protein and 143 =+ 22 in aqueous solution, much
beyond their statistical uncertainties. The effect of protein,
however, does not exhibit a clear trend among the PSTs.
Shifting from the aqueous solution to the protein environment
decreases the S,-state lifetime of PST27 (from 164 + 12 to 71
+ 3 fs), but increases that of PST7 (from 278 + 25 to 325 +
30 fs). For other PSTs, the change in the S,-state lifetime is not
significant compared to statistical uncertainty.

From the perspectives of energetics and dynamics, we
interpret the effects of substituents and environment on the
kinetics and quantum yields of the PSTs below.

S,-State Free Energy Surface. To understand what
affects the kinetics of the photoisomerization, we calculated the
QM/MM potential of mean force (PMF, i.e., the free energy
surface) on the S; state corresponding to the excited-state
isomerization process in the protein and aqueous solution. The
PMFs were calculated as a function of the Ogyyc torsion
around the central N=N double bond using umbrella
sampling (US) simulations, which covered the range from
the FC region (~0°) to the MECI (~90°) in a series of biased
simulations. The excited-state US simulations were performed
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Figure 4. Free energy profiles along the central Oync dihedral on the S; excited state from the cis isomer’s Franck—Condon region (Ocync ~ 0°)
to the conical intersection seam (Ocyne ~ 90°). (A) The effects of substituents on the free energy profile in the protein environment, comparing
PST1 (green), PST7 (cyan), and PST27 (yellow). (B) The effects of molecular environment on the free energy profiles of PST27, comparing the
protein (yellow) and aqueous solution (red).
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in the same QM/MM setting as the AIMS simulation (see
Method for details). The PMFs of PST1, PST7, and PST27 in
the protein environment (Figure 4A) were compared in order
to elucidate the substituents’ effects. These three PSTs were
selected due to their representative S;-state decay time
constants: the PST27 and PST7 have one of the shortest
and longest time constants, respectively, and the time constant
of PST1 is in the middle range (Figure 3A). Also, the
comparison between PST1 and PST7 is highly interesting
because they only differ by one methylene (CH,) group in the
R; substituent on Ring A (Figure 1B). Additionally, we
compared the PMFs of PST27 in aqueous solution versus
protein environment (Figure 4B) to understand the effects of
protein environment on the photoisomerization kinetics. This
compound was selected because the protein environment
significantly accelerates the kinetics of the photoreaction,
making it an important case to study the protein’s catalytic
effect on photochemical reactions of synthetic, non-native
photoswitches (Figure 3A,B).

The results in Figures 4 and S1 illustrate that the S,-state
population decay time constants are inversely correlated with
the overall slopes of the corresponding PMF curves. For
example, the PMF of PST27 in protein has a much larger slope
than in the aqueous solution, leading to faster S,-state
population decay. In the protein environment, the trend of
the slopes follows the order PST27 > PST1 > PST7, which is
inversely correlated with their trend in time constants, i.e.,
PST7 > PST1 > PST27. Thus, this free energy calculation and
analysis reveal a simple but fundamental physical picture of
photoisomerization kinetics: a larger free energy slope leading
from the FC region to the MECI region leads to a quicker
rotation around the N=N double bond, which facilitates the
decay of the S,-state population. Such a correlation is evident
in Figure S1. This analysis is significant in that it validates a
solid connection between the nonequilibrium, multistate
nonadiabatic photodynamics with the equilibrium free energy
surface on a single excited state (S, state). Such a connection
can only be rigorously verified through explicitly sampling
conformational fluctuations and propagating the nonadiabatic
photodynamics, as was done in this study.

The effect of substituents, particularly electron-donating
groups such as methoxy groups, on the S-state relax-scanned
PES was investigated by comparing PST1 and PST27 (Figure
S9). The PST27 has three fewer methoxy groups than the
PST1, which were replaced by alkyl groups (Figure 1). The
PST1 exhibits a smaller FC-to-MECI energy gap and a smaller
slope in the PES than PST27. In qualitative terms, the
electron-donating substituents (e.g., methoxy) increase the
relative stability of the FC with respect to the MECI, reducing
the driving force toward the CI. This trend is consistent with
our S;-state PMFs (Figure 4).

Absorption Spectra and Excitation Energies. To
further understand how substituents and the protein environ-
ment affect the energetics of the S, state, we calculated the
absorption spectra based on the conformations sampled from
ground-state QM/MM MD simulations for the PST1 and
PST27 (Method) contributed by the S; to S, excitations.

Different substituents and molecular environments result in
distinct absorption peaks (Figure 5). Using the cis PST1 as the
reference, in the protein environment, PST27 exhibits a 0.16
eV blue shift in the maximum absorption. However, in the
aqueous environment, PST27 is blue-shifted by only 0.078 eV
from PST1, which agrees reasonably well with previous

Absorption Spectra
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Figure S. Calculated absorption spectra contributed by the Sy—S,;
photoexcitation of the cis isomers for PST1 and PST27 in the tubulin
and aqueous solution. For each PST, solid and dashed lines indicate
absorption spectra in aqueous solution and protein, respectively. The
solid gray and red lines represent the experimental spectra of PST1
(ref 8) and PST27 (ref 27) in solutions.

experiments (~0.03 eV).****” The observed spectral shifts
are consistent with the Sy-S; energy gap in the gas phase at the
cis isomer minima as predicted by both the hh-TDA-
BH&HLYP and XMS-CASPT2 levels of theory (Table S1).
The results reveal the order of Sy-S, energy gaps as PST1 <
PST27, which is consistent with the blue-shifts observed in the
absorption spectra for PST27 relative to PST1 (Figure $).
Interestingly, the PST27 blue-shifts the spectra because it
replaces the three methoxy groups (—OCHj;) on both rings A
& B (Ry, R, and R;) of PST1, which are strong electron-
donating group, with three alkyl groups (two ethyl and one
methyl groups, see Figure 1B).

Importantly, the protein environment red-shifts absorption
spectra for all three compounds relative to the aqueous
solution. The shifts are in the range of ~0.1-0.2 eV. The
experimental absorption spectrum of PST1 contributed by the
Sy to S; excitation was measured in the presence of MeCN
cosolvent (Figure 5).° Compared to the experiment, the
PST1’s spectrum calculated by the hh-TDA-BH&HLYP/MM
method has an overall blueshift of ~0.7 eV, possibly due to the
difference in the solvent, the partitioning between QM and
MM regions, and the lack of polarization in the MM atoms’
point charges. Although the absolute wavelength of maximum
absorption was not predicted with high accuracy, the relative
trend of spectral shifts among the calculated spectra provides
new insights into how the substituents and protein environ-
ment affect the photophysical properties of the PSTs.

Effects of Protein Electrostatics. In order to probe the
effect of protein electrostatics on the kinetics of S;-state
population decay, for each PST, we analyzed the type of MECI
mediating the majority of the S; — S, population decay
(>50%), and optimize its structure within the protein
environment (for more details, see Figure 6 and below) at
hh-TDA-BH&HLYP/MM level of theory. Following this, the
FC point corresponding to the cis isomer minimum on the
ground state was also optimized at BH&HLYP/MM level of
theory (consistent with the ground-state QM/MM equilibra-
tion), while constraining the MM atoms beyond S A of the
PST. The energy difference between the FC point and the
MECI on the S; state, i.e.,, AE = E(S,, FC) — E(S,/S,, MECI),
was calculated for each PST at the hh-TDA-BH&HLYP/MM
level of theory on top of these two geometries. Each AE
calculation was performed twice: first time with full point
charges of the MM region, ie, the protein, cofactor and
solvent molecules, and the second time with all MM point
charges artificially set to zero. The results are summarized in
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Table 2. The difference in these two AE’s qualitatively reflects
the impact of protein and solvent electrostatics on the slope of

Table 2. Difference in the S,-State Potential Energy (in
kcal/mol) between the Cis Isomer’s Franck-Condon (FC)
Region and the S,;/S; MECI Optimized in the Tubulin
Protein Environment, i.e., AE = E(S,, FC) — E(S,/S,,
MECI)*

AE (full

MM AE (zero Relaxation Relaxation time
System charge) MM charge) time in tubulin  in the vacuum
PST1 30.46 25.50 243 + 24 154 + 8%
PST2 27.36 22.95 333 £ 43 167 + 10*
PSTS 29.82 24.11 232 + 20 111 + 8%
PST7 27.85 26.23 325 + 30 165 + 13
PST27 36.22 33.28 71+ 3 88+ S

“Data from ref 34. The AE’s were calculated at the hh-TDA-
BH&HLYP/MM level of theory with full and zero MM point charges.
The relaxation time constants (in fs) of the S, state in the protein and
vacuum are also summarized. Some of the data (labeled with *) are
reproduced with permission from ref 34. Copyright 2025 John Wiley
and Sons.

the S, state PES from the cis isomer to the MECI, which was
shown to be inversely correlated with the S,-state relaxation
time in the vacuum.>* Here, such a correlation is also evident
in the protein environment (Figure S2).

The data in Table 2 indicate that protein electrostatic
environment in general increases the energy gap between the
FC region and the MECI, and can in principle facilitate the
photoisomerization on the excited state. However, comparing
the relaxation time constants in both protein and vacuum
environments, the protein usually has slower population decay,
except for PST27. This indicates that steric effects in the
protein may also reshape the dynamics of the excited-state
photoisomerization, which are analyzed below.

To assess whether the S; decay involves significant charge
transfer (CT), we monitored the change in the total S,-state
Mulliken charge on either of the two benzyl rings A and B,
along the relaxed-scanned PES from the FC to the MECI on
the S; state in the vacuum (Figure S9, eq 6):

AT (w) = g5'(w) — }'(FC)
BqE(w) = 45'(w) = g5 (FC) ©

where the Aq},’fth(w) and Aqﬂath(w) are the changes in the S;-
state total charge compared to the FC point on the ring A and
B (Figure 1), respectively, and w is a reaction coordinate
describing the photoisomerization, selected to be the Gcync.

For PST1, the maximum changes in the charges are small:
IAGR™ = 0.0439 e and IAGE™| = 0.0177 e. Meanwhile, the
charges on the azo group’s two nitrogen atoms change by at
most 0.0810 and 0.0461 e. For PST27, the CT remains
similarly modest: changes in charges of the nitrogen atoms are
at most ~0.059 and 0.063 e, and at most ~0.043 e and ~0.042
e for the ring A and B, respectively. The small magnitudes in
the Ag’s indicate no substantial intramolecular CT along the
S,-state pathway in either system.

Additionally, we investigated the electrostatic effect from
each individual residue near the PST. This was done by
zeroing out only the MM point charges of a single residue, and
recomputing the S;-state energy of the system using hh-TDA-
BH&HLYP/MM method at the FC and MECI, without
further geometric relaxation. Removing all MM atoms’ charges
significantly decreases the FC to MECI energy gap. When
removing MM charges from individual residues, charged and
polar residues exhibit a larger effect on the energy gap than the
hydrophobic ones. Zeroing out the charges on the Asp700 and
Lys801 residues results in the largest energy gap reductions,
whereas nearby neutrals led to much smaller changes (Table
S2). These results indicate that the contribution to the
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increased energy gap between FC to MECI is most likely due
to the presence of these charged and polar residues.

Steric Restrictions. Steric restrictions imposed by the
ligand-binding pocket in the protein can hinder intramolecular
motions associated with isomerization, potentially prolonging
the relaxation time. To quantify the steric effects, following ref
14, we computed the average and variance of the contact
number (N) of ligand atoms using all AIMS TBFs on the S,
state that have successfully decayed to the S, state. The contact
number corresponds to the number of atoms in the protein
and water molecules that are located within 2—3 A of the PST
molecule, which is defined in eq 7:

1 - (’x,‘_ do )6

o
N = Z z e d\12

iePST jeEnv ] — (l_")

o (7)
where 7;; is the pairwise distance between atom i in the PST
and atom j in the surrounding environment. Parameters d, =
2.5 A and ry = 0.5 A were selected to define the center and

thickness of the contact shell between the PST and the

environment. The variance of the contact number N (o) is
correlated with the reversible work needed to push the atoms
in the surrounding environment away from the ligand during
its photoisomerization,”” with smaller variance corresponding
to a more rigid and stronger kinetic caging effect.'*

Table 3. Average (N) and Variance (U_I%,) of the PSTs’
Contact Number N for the S;-State Dynamics of the PSTs in
the Protein Environment and Aqueous Solution”

Molecule Quantity Protein environment Aqueous solution
PST1 N 105.70 122.83
P 3571 80.73
PST2 N 112.28 127.07
o 44.77 69.85
PSTS N 89.12 112.60
o 32.83 67.24
PST7 N 115.64 125.87
o 48.68 77.98
PST27 N 100.76 115.26
o2 24.38 58.89

“For each PST, the data is averaged over all S,-state TBFs launched
from all ICs before the first S; — S, spawning event.

As shown in Table 3, for all PSTs’ S;-state dynamics, the or
in the protein environment is consistently lower than the
aqueous solution. This indicates that the residues impose a
more rigid scaffold surrounding the PSTs, leading to stronger
caging effect than the water molecules in the bulk solution.
Compared with the vacuum, which has no atoms in the
surrounding environment, the kinetic caging effect of protein is
expected to be even more pronounced. Thus, the slower
excited-state photoisomerization dynamics in the protein
compared with the vacuum is largely due to the stronger
steric restrictions and caging effects. The aqueous solution
already imposes noticeable steric confinement (variance ~60—

80) compared to the vacuum, which slows excited-state
isomerization.>* In the protein, the variance drops to ~25-50,
indicating a more rigid scaffold from the environment and
stronger kinetic caging. Thus, this quantitative analysis directly
compares the steric effects in the vacuum, aqueous solution,
and protein, elucidating how it modulates the excited-state
decay kinetics.

The steric restrictions imposed by the protein also modify
the ground-state conformational distribution of the PSTs
(Figure S3), which affects the photodynamics. Across all
systems in protein environment, the ICs of the cis isomer PST's
have positive Ocync torsions, and the PSTs all decay through
the MECI with ~90° Oy torsion (Figures S4 and SS). This
is in sharp contrast to PST photodynamics in the vacuum and
aqueous solution, featuring both positive and negative Ocync
torsions in the ICs and bidirectional photoisomerization
accessing MECIs with both ~90 and ~—90° Oy torsions
(Figures S4 and S5, and ref 34). The protein’s influence on the
directionality of the photoisomerization is another manifes-
tation of the steric restrictions. Due to the steric restrictions
biasing the PST's toward the more positive values compared to
the aqueous solution and gas phase, the PSTs have a slight
head start in the excited-state photoisomerization process,
which may facilitate the nonradiative decay in the protein
environment. In particular, hydrogen bonding and steric
constraints from surrounding residues in close contact with
the PST ligand can potentially modulate its conformational
flexibility and excited-state decay dynamics. Although our
simulations do not quantitatively isolate the contributions of
each individual residue, their spatial proximity to the ligand
suggests a plausible role in shaping the relaxation dynamics
during photoisomerization. It is worth noting that mutation of
residues near the chromophore, such as Val313—Phe313,
could increase steric hindrance and potentially slow down the
dynamics by restricting torsional motion. Similarly, an
Asn256—Ala256 mutation may alter local polarity and H-
bonding, potentially modulating the kinetics of the photo-
isomerization.

Nonradiative Decay Channels. To understand how the
substituents and molecular environments affect the non-
adiabatic transition events, we analyzed the geometries at
which the S; — S, spawning events occurred during the AIMS
simulations (Figure 6 and Figures S4 and S5). These spawning
geometries are projected to 2D planes spanned by pairwise
combinations of three reaction coordinates: Ocyyc (central
torsion around N=N bond), axnc; (N=N-C1 bending
angle), annc, (N=N-—C2 bending angle) (defined in Figure
1B). Each point on the 2D plane corresponds to a geometry at
the beginning of the spawning event, with its radius
representing the final population of the spawned S, TBF at
the end of the AIMS simulation. Their geometries represent
the main types of MECIs through which the nonradiative
decay events occur. These three coordinates had been
successfully used to compare the nonadiabatic relaxation
channels between the vacuum and aqueous solution in our
previous studies.'*>**

It is evident that the protein environment shifts the
distribution of the ayync; and ayyc, angles from the aqueous
environment (Figure 6). In the aqueous environment, the
distribution has a single peak at (~120°, ~120°). In the
protein, however, there are two distinct peaks at (~140°,
~120°) and (~120°, ~140°), analogous to the distributions in
the vacuum.>* In our previous study,34 we discovered that the
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Figure 7. Probability distribution of the velocity of the absolute value of the Oy torsions of the ground-state TBFs at their spawning time points
in the (A) protein environment and (B) aqueous solution. The probability is weighted by the final population of each TBF at the end of the AIMS
simulation, and categorized by the eventual isomer form of the TBFs (solid lines: trans isomer, dashed lines: cis isomer). The dashed black boxes
highlight the probability distribution contributed by ground-state TBFs, which initially had positive velocity at the spawning time point but
eventually ended in the cis isomer reactant minimum. Their total populations are summarized in Table 4.

shift from the vacuum to the aqueous solution increases the
dielectric constant, which reshapes the topography of the
conical intersection seam. The two MECIs in the vacuum
sharing the same ¢y torsion and having different patterns of
asymmetric ayyc; and aync, bending angles are merged into
one MECI where the two bending angles are similar.** Here, a
phenomenon similar to the vacuum is observed in the protein.
The relatively low dielectric environment in the protein, as
characterized by the smaller magnitudes of electric field at PST
(Tables S3 and S4), resembles the vacuum environment. Thus,
the PSTs retain the two distinct MECIs with different
asymmetric bending angles. However, the major difference
between protein and the vacuum is that only the MECIs with a
Ocnnc torsion at ~90° in the former are observed (Figures S4
and SS), consistent with the unidirectional photoisomerization,
whereas in the vacuum the photoisomerization leads to MECls
with a Ocync torsion at ~90° and ~—90°, corresponding to
bidirectional photoisomerization. Thus, the protein confine-
ment limits the types of nonadiabatic relaxation channels
compared to the vacuum.

Additionally, the PST27 exhibits distinct joint distributions
of the aync) and ayyc, angles at the time of S; = S, spawning
compared to other PSTs. Notably, PST27 shows more
asymmetric joint distributions of ayyc; and ayyc, angles in
the protein environment and the vacuum compared to other
PSTs, favoring the access to only one type of MECI This
suggests that substituent modifications in PST27 introduce
geometric asymmetry that reshapes the excited-state PES,
biasing the photodynamics such that only one of four major
types of Sy/S; MEClIs in a typical azobenzene photoswitch®* is
accessed. Consequently, this structural imbalance may lead to
faster excited-state population decay, consistent with its short
relaxation time (71 =+ 3 fs).

Relation between the Torsional Dynamics and
Quantum Yield. Our analysis also reveals that the
substituents and protein environment perturb the dynamics
of Ocync at the nonadiabatic transition time, affecting the QY.
Figure 7 illustrates the probability distributions of the velocity
of the absolute value of the Oy torsion at the spawning time
of the S, TBFs. The distribution is categorized by the final
geometry of the Sy TBFs™ centroids at the end of the AIMS
simulation, being either the cis or trans isomer, and weighted

by the final amplitudes of these TBFs. Comparing the velocity
distributions corresponding to the cis isomer Sy TBFs in Figure
7A,B, there is a clear trend that the protein environment
reduces the backward flow to the cis isomer on the ground
state, as evidenced by the less total population above 0°/fs for
these back-isomerizing TBFs in the protein environment
(Table 4). Also, the protein environment increases the

Table 4. Total Population of S;-State TBFs with Initial
Positive Torsional Velocity at the Spawning Time Point but
Eventually Underwent Backward Isomerization and Ended
Up in the Cis Isomer Reactant Minimum®

Molecule Aqueous solution (%) Protein environment (%)
PST1 6 3
PST2 9 2
PSTS 7 2
PST7 12 7
PST27 4 2

“See Figure 7 for definition.

probability of observing torsional velocities with more positive
values for the trans isomer TBFs (beyond 3°/fs). Thus, the
protein environment increases the quantum yield by enlarging
the magnitudes of the torsional velocity toward the positive
value while reducing the ground-state backward flow that
reverses and aborts the isomerization process.

However, comparing different PSTs in the same environ-
ment, more positive torsional velocities do not necessarily lead
to higher QYs, since the population spawning is also related to
the nonadiabatic coupling vector. In PST27, the torsional
velocity distribution is more positively shifted compared to
other PSTs at the spawning time points of trans isomer S
TBFs, but its quantum yield is lowest among all PSTs in all
three environments (protein, aqueous solution, and vacuum,
Table 1).

This is an interesting observation, offering unique insights
into the dynamics of population transfer during the state-
crossing. The Sj-state population growth accompanying the
torsional dynamics toward the positive direction is determined
by two factors. The first is the dot product between the all
atoms’ velocity and nonadiabatic coupling vectors
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Ay(Ry) = |iiodu(ii)l, where dy(R;) and R, are the
nonadiabatic coupling vector and velocity vector of all
coordinates. This scalar product AU(ii) dictates the rate of

population transfer between states I and ] in the FMS™
algorithm. The second factor is the time duration of the
spawning event where significant population transfer occurs.
Large positive torsional velocity at the first spawning event may
become counterproductive for the QY, since it can reduce the
duration of the spawning event and misalign with the
nonadiabatic coupling vector, thereby limiting the magnitude
of trans isomer Sy TBFs spawned during the initial spawning
events. Subsequent excited-state dynamics can lead to passage
near the CI seam with negative torsional velocity that better
aligns with the nonadiabatic coupling vector, leading to
significant population accumulation for the cis isomer TBFs.
In other words, faster forward isomerization dynamics may
totally or partially miss the strong Sy/S, coupling region,
reducing population accumulation in the first-generation S,
TBFs ending up in the trans isomer minimum, reducing the
QY.

Our hypothesis is confirmed and quantified by calculating
the conditional QYs, defined as the QYs among only the first
and second Sj-state TBFs spawned onto the ground state
(Table SS). The conditional QYs characterize the branching
ratio of population transfer during the early stage of
nonradiative decay events as simulated in the AIMS algorithm.
The results illustrate an interesting, consistent trend (Table
S5). The conditional QY of PST27 is lower than the other
PSTs, while those for PST2 and PSTS are the largest among all
PSTs. This analysis confirms our interpretation above,
highlighting the importance of directional alignment of the
nonadiabatic coupling vector with torsional velocity in
increasing the final QYs. This finding also reveals the nontrivial
relation between the kinetics and QY of photoisomerization in
general.

Substituents’ Effects on the Cis-vs.-Trans Binding
Affinity. To assess how chemical modifications affect both the
overall binding affinity and the difference between cis and trans
binding affinities of the PSTs, we built thermodynamic cycles
(e.g., Figure 2) and applied thermodynamic integration (T1I) to
compute relative binding free energies (AAGbmdmg) between
PST7 and PST1, PST27 and PST1, and PST4 and PSTI in
their cis and trans forms (eqs 2 and 3). For example,
AAGyindingis PSTX vs. cis pst1 18 defined as the change in binding
free energy when converting cis PSTX (where X = 4, 7, or 27)
into cis PST1. A positive AAGy;,qig indicates that PST1 binds
less strongly than PSTX.

Using these relative binding free energies for each isomer
(i'e'l AAGbinding,ct‘sPSTXvs.cisPSTl and
AAGbincling,tmns PSTX vs. trans PSTI)) we then calculated the Change
in the cis-vs.-trans binding-affinity contrast upon converting
PSTX to PST], ie, AAAGPSTX*PSTLC!‘S vs. trans binding (eq 4)
Analogous to the importance of predicting AAGyging in
conventional computer-aided drug design, accurately predict-
ing the triple-delta term (AAAG; v trans binding) is crucial for
designing photoswitchable drugs that maximize light-respon-
sive changes in bioactivity.

Table S6 lists the computed free energy changes for each
alchemical transformation between cis or trans PSTX and cis
or trans PST1, both in solution (e.g,, AG. psrx scis PST1unbound)
and in the protein environment (e.g, AG_ psTX— s PST1bound)-
We used these AG values to derive the AAGy;pging and AAAG

quantities, which are then directly comparable to the
experiment.

To validate our approach, we benchmarked the calculated
AAGbincling,cis PSTX vs. cis PST1 and AAGbincling, trans PSTX vs. trans PST1
(for PSTX = 4, 7, 27) against experimental binding-affinity
differences inferred from ECg, measurements (eq S). We also
compared the calculated AAAGpsrx—psty, cis vs. trans binding £OT
each PSTX—PST1 pair to the corresponding experimental
values. These two complementary benchmarks provide a
rigorous test of our methodology’s robustness. Moreover, in
doing so we gain molecular-level insights into the light-
responsive protein—ligand interactions in these complex
systems where experimental data are sparse or not easily
interpreted by simple docking studies.

Table 5 compares the theoretical
AAAGPSTX—»PSTI, cis vs. trans binding values with experimental re-

Table S. Difference in the Cis-vs.-Trans Binding Free Energy
Contrast (in kcal/mol) between PSTX and PST1
(AAAGPSTX—>PST1,C1'S vs. trans binding)) with PSTX being PST7}
PST27, and PST4, as Calculated by the TI Simulations”

Quantity Simulation Experiment
AAAGpsT7-pST1, cis vs. trans binding 23+03 0.3 + 0.4 (ref 24)
AAAGpgry7-psT1, cis vs. trans binding —0.9 £+ 0.7 >—0.81 (ref 27)
AAAGpgT4pST1, cis vs. trans binding —0.8 £ 0.1 —0.54 (ref 27)

“A positive AAAG value indicates higher cis-vs.-trans binding affinity
contrast in PSTX than PST1.

Table 6. Difference in the Binding Free Energy (in kcal/
mol) between PSTX and PST1 in the Cis and Trans Isomer
Forms (AAGbinding, cis PSTX vs. cis PST1 and

AAGbinding, trans PSTX vs. trans PSTI)) with PSTX being PST7’
PST27, and PST4, as Calculated by the TI Simulations”

uanti Simulation Experiment

ty Xp

AAGhinding, cis PST7 vs. cis PST1 0.5+03 0.2 + 0.2 (ref 24)
AAGyinding, trans PST7 vs. trans PST1 —-1.8 +£ 0.1 —0.1 & 0.4 (ref 24)
AAGyinging, cis PST27 vs. cis PST1 —0.6 + 0.4 —0.76 (ref 27)
AAGhinding, trans PST27 v, trans PST1 03 +0.6 <0.05 (ref 27)
AAGbinding, cis PST4 vs. cis PST1 —-14 + 0.1 —0.61 (ref 27)
AAGhinding, trans PST4 vs. trans PST1 —0.6 + 0.1 —0.07 (ref 27)

“A positive AAGy;,gig indicates a higher binding affinity of PSTX
than PST1.

sults. Table 6 summarizes the theoretical and experimental
relative binding free energies (AAGyinding, cis psTX vs. cis psT1) fOr
the three pairs of PSTs: PST7 vs. PST1, PST27 vs. PST1, and
PST4 vs. PST1.

PST7 vs. PST1. Compared to PST1, PST7 has only one
additional methylene moiety (—CH,—) on the R; group of
ring B (Figure 1B). A previous experimental study”* reported
that the cis PST7 has a lower ECy, than the cis PST]I,
translating to ~0.2 + 0.2 kcal/mol stronger binding affinity
than the latter (Table 6). The trans PST7, however, has a
higher ECy, than the trans PST1, translating to 0.1 + 0.4 kcal/
mol weaker binding affinity than the latter (Table 6). Thus, the
cis-vs.-trans binding affinity contrast was experimentally
estimated to decrease by ~0.3 kcal/mol upon changing from
PST7 to PST1. Our TI calculations are consistent with this
trend semiquantitatively. Upon changing from PST7 to PST]1,
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the cis-vs.-trans binding affinity difference decreased by 2.3 +
0.3 kcal/mOI (Table S, AAAGPST7—>PST1, cis vs. trans binding)' These
results suggest that PST7 undergoes a more significant increase
in binding affinity upon trans-to-cis photoisomerization than
PST1, consistent with its enhanced light-induced changes in
bioactivity.”* Additionally, the simulation accurately predicts
the trends in relative binding affinity between the two PSTs in
both isomeric forms (AAGy;,gpng Table 6). It is noteworthy
that although our TI simulation results quantitatively differ
from the experiment, they correctly predict the qualitative
trend. Simple docking simulations’ and MM/PBSA simu-
lations (see below) cannot predict either this qualitative trend,
i.e, the cis-vs.-trans binding affinity contrast, or the binding
affinity difference between the cis isomers of the two
compounds. The difficulty in computational prediction lies in
the minimal change in the substituent group. Thus, this result
is significant in that it confirms the predictive power of TI to
capture the nuanced substituents’ effects on not only the
absolute binding affinity of the same isomer but also the
binding affinity contrast between different isomeric forms of
the same ligand. The good prediction accuracy is achieved
even when the substitution pattern is only minimally modified,
which has been a very challenging task in photopharmacology.’
PST27 vs. PST1. The PST27 molecule has three methoxy
groups on both rings A & B (Ry, R,, and R;) of PST1 replaced
with three alkyl groups (Figure 1B). In another study,”’ the
EC; of cis PST27 was measured to be higher than cis PST1,
indicating a weaker binding affinity of the former than the
latter by ~0.76 kcal/mol (Table 6). The TI calculations
indicate that cis PST1 binds tubulin more strongly than cis
PST27 by 0.6 + 0.4 (Table 6), consistent with the
experimental data. The ECy, of trans PST27 was measured
to be greater than 35 uM, but without a definite value, and the
ECsy of trans PST1 was determined to be 38 yM. Thus,
experimental data suggest that the trans PST27 most likely has
a slightly higher binding affinity than trans PST1. Consistent
with experimental data, our TI calculations indicate that trans
PST27’s binding affinity is slightly higher than trans PST1 by
~0.3 + 0.6 kcal/mol. The TI simulations predict that the cis-
vs.-trans binding affinity contrast in PST1 is higher than PST27
by ~0.9 + 0.7 kcal/mol (Table S), and the experiment
indicates this quantity to be less than 0.81 kcal/mol. Thus,
these simulation results are in quantitative agreement with
experiments and provide insight into the incomplete
experimental data. They confirm the trend that PST1 not
only has a stronger binding aflinity in cis isomer form but also a
larger light-responsive binding affinity change than PST27.
PST4 vs. PST1. PST4 replaces one hydroxyl group on ring B
of PST1 (R, group) with a single hydrogen atom (Figure 1B).
Estimated from experimental data,”’ cis PST1 binds more
strongly than cis PST4 by 0.61 kcal/mol, but trans PST1 binds
marginally stronger than trans PST4 by 0.08 kcal/mol. Our
calculated relative binding affinities are in excellent agreement
with the experiments (Table 6). Also, the PST1 has a larger cis-
vs.-trans binding affinity contrast than PST4 in both experi-
ment and simulation (Table 5). These results indicate that
converting PST1 to PST4 lowers both the binding affinity and
the cis-vs.-trans binding affinity contrast. The decrease in
binding affinity upon converting PST1 to PST4 is expected,
since the —OH group in PST1 is hydrogen-bonded with the
Thr179 residue in the & subunit (Figure 8A), which is broken
by putting a hydrogen atom at the same position (Figure 8B).
However, the change in the cis-vs.-trans binding affinity

(A) { (B)

/~ RingA_

Figure 8. Equilibrated structures of (A) PST1, (B) PST4 at the
tubulin dimer interface. The PSTs are depicted in licorice
representation. The Thr179 residue in each structure is depicted as
stick-and-ball representation. In PST1, a hydroxyl group on ring B
forms a strong hydrogen bond with the Thr179, whereas in PST4, this
hydrogen bond is absent.

contrast is far from obvious based on chemical intuition
without quantitative free energy calculation, again highlighting
the unique advantage of TI and alchemical free energy
methods in predicting the substituents’ effects on the light-
responsiveness of bioactivity for this challenging class of
photoswitches.

Furthermore, we benchmarked the MM/PBSA method for
predicting the cis-vs.-trans binding affinity contrast in PST1 and
PST7, using the final 100 ns of the production trajectories. The
calculated binding free energies for PST1 were AGyinging, cis psT1
= —39.50 kecal/mol (cis isomer) and AGyiging trans psTI =
—36.73 kcal/mol (trans isomer), resulting in a cis-vs.-trans
binding free energy difference of AAGpsry, tansvs. cis =
AGbinding, cis PST1 — AGbinding, trans PST1 = =2.77 kcal/mOL For
PST7, MM/PBSA method predicted AGyyding, cis psT7 = —42.78
kcal/mol (cis isomer) and AGiyiging trans psT7 = —42.18 keal/
mol (trans isomer), resulting in a cis-vs.-trans binding free
energy difference of AAGpgsr7, trans vs. s = —0.6 keal/mol. These
values suggest that, in both molecules, the cis isomer binds
more strongly than trans isomer, but the cis-vs.-trans binding
free energy difference is substantially smaller in PST7 than
PST1, opposite to the trend observed in the experiment (Table S).

Additionally, we tested the MM/PBSA method’s accuracy in
estimating the relative binding affinities of PST7 to PST1 in
the same isomeric form. In the cis form, PST7 exhibited a
stronger binding affinity relative to PSTI
(AAGhinging cis psT7 vs. cis psT1 = 3-28 keal/mol). A similar trend
was observed for the trans isomer, with PST7 again showing
stronger binding affinity (AAGbinding, ¢is PST7 vs. cis PST1 = 945
kcal/mol). These results are in line with the above-mentioned
observations that PST7, overall, binds more tightly to the
receptor in both conformations. However, when we compared
these computational results to experimental values (Table 6),
discrepancies were observed. Experimentally, the AAGyiging
between PST7 and PST1 was reported to be 0.2 kcal/mol for
the cis form and —0.1 kcal/mol for the trans form. While the
trend of PST7 binding more strongly than PST1 is correctly
predicted by the MM/PBSA method, but the trend of trans
PST7 binding more weakly than PST1 is not. Additionally, the
magnitude of these relative differences is significantly over-
estimated by the MM/PBSA method, in contrast to the TI.

This inconsistency highlights a limitation of the MM/PBSA
approach in photopharmacology. While it is computationally
efficient and useful for estimating relative binding free energies
of structurally very different compounds, it often lacks the
accuracy required to reliably reproduce subtle experimental
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trends, particularly when comparing structurally similar ligands
or the same ligand in different conformational states. The
reason is perhaps that the MM/PBSA simplifies solvation
effects and entropy contributions, and it does not account for
conformational sampling as accurately as alchemical free
energy methods. In contrast, TI offers a more accurate and
rigorous approach for calculating relative binding free energies
by explicitly computing the free energy difference between the
end states. Thus, the TI can better capture small changes in
binding affinity for the selected compounds in this study.

Methodological Considerations in Spectra Calcula-
tions and Non-Adiabatic Dynamics. The hh-TDA method
introduces further approximation to the particle—particle
random phase approximation (pp-RPA) method.”*™"" The
pp-RPA method’s eigenvalue problem includes both the
particle—particle and hole—hole channels. It allows the
flexibility to use either the (N + 2)-electron system and (N
— 2)-electron system as a reference for calculating both the
ground and excited states of the N-electron system on equal
footing, enabling the correct description of the conical
intersection seam between the S, and S, states.”® In the pp-
RPA method, the particle—particle and hole—hole channels are
coupled, and the TDA approximation decouples these two
channels, generating the hh-TDA and pp-TDA methods. The
hh-TDA method can only use the (N + 2)-electron system as
the nonground-state reference, and the pp-TDA method can
only use the (N — 2)-electron system as the nonground-state
reference. In principle, the neglect of the coupling between the
particle—particle and hole—hole channels in the hh-TDA or
pp-TDA methods is an additional approximation, which could
lead to less accurate results compared to pp-RPA. However, as
discussed in ref 35, the full pp-RPA method may suffer from
numerical instability due to the complex solutions to the
eigenvalue problem near the conical intersections, and the hh-
TDA method could be more robust and stable for on-the-fly
PES calculations during the nonadiabatic dynamics simu-
lations. Additionally, the current implementation of hh-TDA in
TeraChem package, as used in this study, employed a
functional-specific response kernel where the scaling factors
of exact exchange integrals of the underlying hybrid functionals
are built in.** This implementation differs from the original
implementation, which uses a Hartree—Fock-type response
kernel without the functional-specific parameters.”" Therefore,
further benchmark of hh-TDA vs pp-RPA method in this
relatively new implementation is necessary to comprehensively
evaluate their accuracy and stability in the context of
nonadiabatic dynamics.

To generate ICs in the Franck—Condon region for the
AIMS and absorption calculations, we sampled the config-
urations using ground-state QM/MM classical MD simu-
lations. This step aims to ensure that a consistent Hamiltonian
is used for both conformational sampling, absorption spectra
calculation, and nonadiabatic dynamics simulations. Because
both AIMS and absorption spectra employ the hh-TDA-
BH&HLYP method to describe the PST’s PES, it is essential to
sample the structures near the FC point with a consistent
Hamiltonian. Although using classical MD simulations with
our parametrized force field of the PST ligand enabled efficient
conformational sampling, it is still essential to equilibrate the
ligands with an appropriate QM method for more precisely
sampling the ground-state distribution of the ligand. This is
because key internal coordinates, such as bond length
alternation between single and double bonds, angles, and

torsions, can affect the electronic structure, including 7-
electron delocalization, and the Sy-S, energy gap and oscillator
strengths. The distribution of these coordinates is sensitive to
the Hamiltonian used for sampling. Because the hh-TDA-DFT
is in good agreement with the much faster ground-state DFT
calculations near the FC region,35 provided that the same
density functional is used, we employed ground-state QM/
MM MD simulations with ground-state DFT as the QM
method.

This approach sampled the structures of the full system
according to the Boltzmann distribution, where the nuclear
quantum effects, such as zero-point energies (ZPE), were
neglected. Similar approaches, which do not account for ZPE
effects in ground-state sampling, have been widely adopted in
many simulation studies of photoactive biomolecules involving
photoswitches,">'***”*~** including rhodopsins. Including the
ZPE effects in the condensed-phase system using the Wigner
sampling approach is a challenging task, since there are many
slow and flexible modes with pronounced anharmonicitgr,
making the application of Wigner sampling problematic.**~"’
Moreover, considering that the TBFs in the AIMS simulations
mostly follow the classical dynamics, the added ZPE may not
be redistributed correctly among the nuclear modes during the
dynamics simulation, leading to artificial ZPE leakage
problems. For these reasons, we used the classical QM/MM
dynamics to sample the Boltzmann distribution instead of
Wigner Sampling to incorporate the nuclear quantum effects.
We expect that adding the ZPE to the ground-state sampling
could broaden the sampled distribution and the calculated
absorption spectra, as well as accelerate the excited-state
dynamics.

To test the robustness of our IC selection approach for
AIMS simulation, we computed the absorption spectra using
(1) all QM/MM frames sampled along the equilibration, and
(2) only the last equilibrated frames for each of the QM/MM
trajectories (Figure S10), ie., the ICs used for the AIMS
simulation. The spectra calculated from the 80 ICs almost
cover the full range of the spectra calculated using the whole
ensemble of structures of 80 trajectories (3000 structures), and
the peak of the spectra was well reproduced. This indicates that
the 80 ICs selected for the AIMS simulations are representative
of the full ensemble of sampled ground-state geometries.

In order to evaluate the influence of conformational
sampling on the calculated spectra, we further extended 10
of our ground-state QM/MM trajectories in both water and
protein for another 3 ps, and saved all snapshots with 1 fs
interval. We compare the following spectra, which are
calculated using (1) 1 fs sampling interval, using 10
trajectories, (2) 10 fs sampling interval, using the same 10
trajectories, (3) 10 fs sampling interval, using all 80
trajectories, and (4) 10 fs sampling interval, using a single
QM/MM trajectory. These comparisons were performed for
both PST1 in the aqueous solution and in the protein. The
results are shown in Figure S11. Evidently, increasing the
sampling frequency by a factor of 10 (10 fs vs 1 fs time
interval) does not significantly broaden the calculated spectra
or shift the energy at maximum absorption. Thus, this data
justifies the choice of a 10 fs interval in the calculation of the
spectra.

Furthermore, we emphasize that our sampling of QM/MM
snapshots was initiated from structures sampled during 80 ns
of classical MD trajectory for each compound. This nano-
second-scale classical sampling time is much longer than each
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individual picosecond-scale QM/MM trajectory. Thus, this
multiscale sampling approach combines classical MM and
QM/MM dynamics, and it captures the long-time scale
thermal fluctuations of the system with structural corrections
at ab initio accuracy, as discussed in ref 34. This long-time
configurational sampling across 80 ns is important, as indicated
in the difference in the spectra calculated with snapshots
sampled from only 1 QM/MM trajectory vs all trajectories
(Figure S11). In contrast, changing the QM/MM snapshot
frequency from 0.1 to 1 fs~' makes a negligible difference to
the width of the spectra and produces nearly identical
lineshapes (Figure S11).

B CONCLUSION

This study presents a systematic multiscale computational
approach for computationally investigating the photo-SAR of
light-responsive biomolecular systems, focusing on the PST-
tubulin complex as a case study. By combining first-principles
nonadiabatic dynamics simulations with excited- and ground-
state free energy calculations, this multiscale approach can
faithfully reproduce experimental measurements of the photo-
dynamics and light-responsive binding affinities of the PSTs.
The results validate its accuracy for modeling photochemical
reactions and protein—ligand interactions in complex photo-
active biomolecular systems.

Our results also provide unprecedented mechanistic insights
into how substituent modifications and biomolecular environ-
ment can significantly influence excited-state relaxation
dynamics, photoisomerization quantum yield, binding affinities
with tubulin, and, importantly, the binding affinity contrasts
between cis and trans isomers. Interestingly, even minor
changes to the substituents can dramatically reshape the
excited-state free energy landscape, which is discovered to be
closely associated with the isomerization kinetics (Figures 4
and S1). For instance, replacing a methoxy group in PST1 with
an ethoxy group in PST7 decelerates the nonradiative decay
while also enhancing the binding affinity difference between
the cis and trans isomers. Furthermore, the protein environ-
ment plays a crucial role in photodynamics through a
combination of local electric fields and steric confinements,
which facilitate and impede the main torsional modes leading
to the vicinity of the conical intersection seam, respectively.
Although a higher excitation energy (blue-shifted absorption
spectrum) can lead to faster torsional velocity during a
nonadiabatic transition (e.g, PST27), it does not necessarily
translate to a higher quantum yield. The alignment between
the atoms’ velocities with the nonadiabatic coupling vector is
an equally important factor determining the quantum
efficiency in photoisomerization. This is a unique and
important insight into the design principle, as revealed through
nonadiabatic dynamic simulations, and it represents an
important contribution from this study.

Our work also makes another key methodological
contribution: for the first time, we benchmarked the TI
method for quantifying the effects of substituents on the
relative potency between different isomer forms of the
photoswitches. This task has been computationally challenging
for various widely used approaches, such as docking and MM/
PBSA. Our work thus demonstrates the potential of alchemical
free energy methods for accurately modeling small, yet
functionally significant, perturbations in complex photoactive
biomolecules.

Overall, our computational approach provides a general-
izable strategy for simulating photoinduced reactions and
binding selectivity of molecular photoswitches in realistic
settings relevant to biological and biomedical applications. By
integrating high-accuracy quantum mechanical, quantum
dynamical, and free energy calculations, our multiscale
computational framework advances our ability to mechanisti-
cally interpret and predict the behavior of light-responsive
biomolecular systems at the atomic level.
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